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Abstract: In the Current world situation with an increase in internet speed and bandwidth, data requirement increases 

with a transfer of a tremendous amount of data over a network, especially internet, wired or wireless network. This 

poses a significant challenge to network security or cyber security i.e. unauthorized access to secure data. To counter these 

challenges on wireless networks is hard with its extra ordinary properties. To counter this challenge IDS (Intrusion 

Detection System) is used to detect various types of attacks on a network by analyzing abnormal behavior on a 

network. One common method to detect this type of attack was signature-based, the other was an anomaly that provided 

security to the network. With the introduction or emergence of AI, ML techniques can be used in IDS to detect this type 

of attack with more accuracy. There are some proposed structures architectures or models to secure networks that 

provide some significant results. Here we are going to use different Ml algorithms (RF, SVC, GNB) and then 

XGBClaasifier to get better accuracy in IDS to detect various attacks. 
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Ⅰ. INTRODUCTION 

In today’s world with an increase in the amount of data due to changes in the nature of the internet with increasing 

speed, and changes in network communication methods, large amounts of data are transferred, stored or processed 

across networks or the internet, with cloud computing providing various services such as SaaS(software as a service) 

data are stored or process with ease or internet or private network. As data in a network increases, to get unauthorized 

access to vulnerable data or to attack a network or internet system different network threats or attacks are also 

increasing. 

To overcome this attack or threat, IDS(Intrusion Detection System) is used over a network. IDS are of two types 

Signature-based and anomaly-based. Signature Based IDS detects predefined types of attacks or rules. Anomaly 

Based IDS detects attacks based on different patterns of data. 

IDS is basically based on intrusion detection principals or frameworks over a network. It is a combination of 

hardware and software components that runs on a server computer or machines. It inspects the activity of the user or 

program using a server to find potential internal threats on a server machine. It also monitors network traffic on a 

network connected to the server that searches for outside attacks. IDS alerts or informs the network administrator 

about these suspicious activities 

With the introduction of AI(Artificial Intelligence) in this new era, Various ML(Machine Learning) algorithms are 

used in IDS to detect various attacks with accuracy. Machine Learning algorithms are divided into different types 

basic two types are there:-Supervised Machine Learning Algorithm-train machine on a given label dataset with a 

given relative output. Unsupervised Machine Learning Algorithm-Train machine on a set of unlabeled data that is 

output data is not paired with a given input. Instead, it finds patterns and relationships among given data.(Details of the 

machine learning algorithm are given in below Fig-1). 

IDS can have several problems like a high false positive rate and low detection rate to overcome this problem we 

will use different ML approaches to get higher Accuracy and a low false positive rate with a better detection rate. 

 

Objective: 

1. To apply the preprocessing method to a dataset to remove unwanted, white space or special characters. 

2. To Check outliers, imbalance data in the dataset, and to balance those data by using various sampling 

techniques. 
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3. To apply different classic Machine Learning algorithms Such as RF(Random Forest), SVM(Support Vector 

Machine), and GB(Gaussian Bayes). 

4. To apply XGBClassifier algorithm to our dataset for intrusion detection 
 

 

 

   TABLE I:   

      DIFFERENT MACHINE LEARNING ALGORITHM
 [1]

 
 

 
 

 

 

Ⅱ. LITERATURE REVIEW 

 
 In this section, various literature works done on Intrusion Detection Systems using Machine Learning or 

Artificial intelligence approach are discussed. 

 

The Author has used K-means Clustering with the KDD dataset based on the outlier Detection framework. The 

main aim was to remove outliers. By using the K-means Clustering algorithm it gains an accuracy of 

approximately 92.25% to detect attacks on the network. [1]The author published an article that used the 

CNN(Convolution Neural organization) algorithm to discover interruption in networks mainly wireless-based. 

Basic works show feature extraction or selection techniques to detect attacks with an accuracy of approximately 

98 %.[2]. The author in this paper uses a Technique called PSO(Particle Swarn Optimization) in conjunction with 

Feature Selection for an intrusion detection system. To reduce unwanted attributes he uses Feature selection 

using a random forest algorithm then he applies various classifier algorithms such as K-NN(K nearest 

neighbor), SVM(support vector machine), DT(Decision Tree), and LR(Logistic algorithm) Then he also applied 

PSO(Particle Swarn Optimization) with minimum attributes of data set to acquire better accuracy and data rate. 

[3] 

 

The author presented an article proposing the idea of stacking for detecting suspicious activity across a network to 

detect threats or attacks. They have used heterogeneous dataset UNSW NB-15 and UGR’ 16. Different 

Classification and Regression algorithms such as K-NN(K-means nearest neighbor), and LR(Logitech 

regression) is applied to the dataset and then the ensemble technique is used for stacking. The final SVM(Support 

Vector Machine) algorithm is applied to the dataset. They get an Accuracy of 97% accuracy for UNSW NB-15 

dataset. [4] 

 

The author presented an AI(Artificial Intelligence) strategy with two algorithms first SVM(Super Vector 

Machine) and then second Naïve Bayes algorithm. The author used the NSL-KDD dataset and then applied both 

algorithms. It shows SVM(Support Vector Machine) performed better than Navies Bayes in terms of accuracy 

and detection rate. [5] 

 

The Author have proposed the XGBoost-DNN model for the characterization of organization interruption. This 

proposed model has three step-Normalization, Feature Selection, and Classification. NSL-KDD dataset is used. 

XGBoost-DNN Model is applied on said dataset with another algorithm such as SVM, Naïve Bayes, and Logistic 

Regression and then the comparison is done in which DNN(Deep Neural Network) revels consistent accuracy 

among another existing model. [6] 

 

The Author proposed a real-time intrusion detection system for the IOT network, here data is created by a user on 

the basis of network traffic on the IOT(Internet of Things) Network, and data is collected on an observation made 
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on the network traffic. A random forest algorithm is applied to said above data. This method gets an accuracy of 

91.18% in real-time testing. [7]The Author here presented a Machine Learning approach using the Feature 

extraction technique, to reduce dimensions PSO(Particle Swarm Optimization) algorithm is used with 

DT(Decision Tree) and KNN(K-Nearest Neighbor) these algorithms are applied on KDD-CUP 99 datasets, and 

then two algorithms are compared for accuracy. Results show PSO+KNN with an accuracy rate of 96.2% 

performs well compared to PSO+DT with an accuracy rate 89.6% in identifying network attacks. [8] All the above 

research analyses apply various Machine Learning algorithms to various datasets to get better accuracy on an average 

90%. Still, challenges are there such as Data imbalance and outlier unwanted features we have to overcome said 

challenges with different available techniques. 

 

 

Ⅲ. PROPOSED SYSTEM AND IMPLEMENTATION 
 

In the proposed method, we will split our dataset in train and test data. Before that, we will apply data 

preprocessing and then divide data into train data with 80% of the dataset and test data with 20% of the original 

dataset. We use Random over Sampling and SMOTE techniques on the data set to balance data in the dataset.To 

normalize data in the dataset we will apply a MIN-MAX scaler. Then we will apply different algorithm such as 

GNB(Gaussian naïve Bayes),Random Forest(RF),SVM(Support Vector Machine).We will apply the proposed 

XGBClassifier algorithm form the XGBoost library. For intrusion detection and compare with other applied 

algorithms. when we apply XGBClassifier with oversampling and normalization we can get better or more accuracy 

for intrusion detection. Then we will compare all algorithm result scores for accuracy. 

 

 
  

Fig. 1 Proposed Intrusion Detection System 

    Imbalance Data Class: 

    There are various techniques to solve data imbalance in datasets.  

 

Oversampling 

 

Oversampling is used when there are imbalanced data in the dataset that is when one class has more instances 

called the majority class and another class has minimum instances or datapoint. When we apply classification or 

regression algorithm to this type of imbalanced data, we do not get the required result that is training with 

majority and minority but prediction on new data will not desire result. To overcome this problem oversampling 

technique is used in oversampling technique. In the minority class, data points are increased by duplicating 

existing one or generating new ones by creating synthetic data.   
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            Fig. 2 Oversampling 

 

Over-sampling technique:  

Random oversampling This technique creates new instances in a minority class by duplicating or replicating 

existing instances at random or randomly. This technique is useful with small datasets i.e. no need to gather much 

data to increase no instance of the minority class. It’s easy to use, but there is a disadvantage of overfitting. 

 

SMOTE Synthetic minority oversampling technique. 

 

It is a popular technique of oversampling used for the solution of imbalanced classes in data sets in machine 

learning. This algorithm creates new instances and new data points in existing minority classes with existing. 

 

SMOTE creates a new instance from an existing instance plotting two existing instances so that new data points or 

instances are created. It’s advantage is it creates new samples or instances based on existing ones reducing 

duplication for improved machine-learning model performance. 

 
 
MIN – MAX Scaler 
 

MIN – MAX Scaler is over used for normalization in datasets, used in data analysis and machine learning. MIN-

MAX Scaler scale numerical feature in desire range between 0 & 1 or 1 & -1 MIN-MAX scaler scale a value using 

the below formula. 

 

  

 

Fig 3: Synthetic Minority Oversampling Technique- SMOTE 
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   Fig. 4 Min-Max scalar & random oversampling 

 

 

 

 
Fig.5 Imbalanced data in our dataset balanced data using random oversampling, smote, and normalizing using  

mix-max scaler in our dataset 

 

 

Random Forest Algorithm 

It is a classification and regression-supervised machine learning algorithm based on ensemble learning. It 

generates several   decision trees from a subset of a  given dataset. Each decision tree generates on prediction or 

output then it combines all predictions of all decision trees, based on the majority or average final output or 

prediction generated. In a random forest classifier from training data random data samples are selected then the 

random forest classifier will generate a decision tree for every training data by averaging decision tree voting will 

take place and lastly most voted prediction will be Selected as the final prediction. Random forest is based on 

ensemble learning, in ensemble learning we combine multiple models for prediction. Random forest classifiers 

use the bagging ensemble learning technique which combines multiple models, each model is processed parallel, 

and the final prediction is made by combining the output of all models and voting done for the same. 
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Fig. 6 Random Forest classifier 

 

 

 

 

 
 

                                          
                                                                             Fig. 7 Implementation of Random forest classifier in our model 

 

 
 

 

 

Gaussian Navies Bayes Classifier: 

It is a classification-supervised machine learning algorithm. Is based on Baye's theorem. 

GNB ( Gaussian Navies Bayes) is an extension of Navies Bayes. It calculates the mean and standard deviations for the 

training data. It is a probability density function with a formula based on a problem involving continuous numeric 

data. 
 

             
Bayes theorem says for the probability of Y based on evidence X conditional probability formula 

P(X|Y)=P(X|Y).P(Y)/P(X) here P(X),P(Y) is previous probability event Y and  evidence X 

In Gaussian distribution which is also known as the normal distribution probability of X is calculated using: 
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i=1 

k=1 

 

 

           Here standard deviation=σ,,mean =µ 

 

Fig.8 Implementation of Gaussian NB classifier 

 

Support Vector Machine/Classifier 
 

It is a supervised machine-learning algorithm used for classification and regression. It can be used for categorical 

as well as multiple continuous values. It used as a method to find a hyperplane in an N-dimension or N- no of a feature 

that uniquely classifies the data point in a particular class to separate two classes there may be many hyperplane lines. 

We have to choose those lines that have a maximum margin between or maximum distance between data of both 

classes. 

 

 
 

Fig. 9  Support vector machine 

 

 

 

Fig. 10 Support vector Classifier Implementation 

 

 

Xgbboost & Xgbclassifier 

 

XGBBOOST known as extreme gradient boosting is a machine learning algorithm or library used for supervised 

learning. i.e. for classification, and regression. It is based on gradient boosting architecture used for their better 

accuracy result. It works easily on large data sets. It is specially built for high performance and speed which is 

why it is also used in real-time applications to solve fast & accurate machine-learning problems. It provides 

parallel tree boosting also known as GBDT, or GBN.  

 

XGBClassifier uses a gradient tree boosting algorithm it trains an ensemble of decision trees by training each tree 

to predict the prediction error of all previous trees in the ensemble. 

 

XGBClassifier combines multiple weaker models to predict stronger ones. There is an objective function 

with which each DT(Decision tree) is trained. 

 
    = min(∑n   (    ^′ ) + ∑k   (  )) 
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Where l=loss function which must be minimum yi=actual value and yi’ is predicted value, fk i-kth decision tree and r= 

regularization function.in short-Obj=l + r where l=loss function and r=regularization function 

 

Fig. 11 XGBClassifier implementation 

 

 

Ⅳ. RESULT AND PERFORMANCE EVALUATION 

Our proposed model uses Google collab and Python language to write, compile, and run our Machine learning code. 

We have used different available Python libraries such as Numpay, Panda,sci-kit learn, Imblearn, and XGBoost. 

Our dataset has the following type of attack as an output feature, We have given the following attack a numerical 

value from 0 to 4(shown in the table) 

 

                           TABLE: II                                                                                                           

                                   ATTACK TYPES  

 

 

 

.  

Among all applied machine learning algorithms we have got 99% accuracy in the XGBClassifier 

 

 Evaluation 
 

We will use a confusion matrix to evaluate different algorithm predictions. A confusion matrix is used to measure the 

performance of a machine-learning classification algorithm. It can have two or more classes. In the confusion matrix, we 

have 4 different combinations. fig-14-Confusion Matrix 

 

TP=True Positive-How many actual true values predicated, TN=True Negative-how many actual true false 

values are predicated, FP=False Positive-How many true but that value is predicted false, FN=False Negative-How 

many false but that value is predicted true. We have different measurements for valuation. 

 

 
                            
                               Fig. 12 Confusion Matrix 
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When we applied RF,GaussianNB, SVC classifier algorithms we had an accuracy of 70%,55%, 91% respectively.. When we 

applied XGBClassifier we got an accuracy of 98.24%, When we increased testing data and applied XGBClassifier we got an 

accuracy of 99% in detecting attacks as shown in the image. 

 

 

 

 

 

 

 

 

       Fig.13 RF, GuassianNB, SVC classifier valuation and confusion matrix 

 

 

 

 

 

 

 

 

 

      Fig.14 XGBClassifier Performance evalution and Confusion Matrix.(With 227 and 5132 test data) 

 

SPU-Journal of Science, Technology and Management Research (SPU-JSTMR)                          Volume-I, Issue-01, July-Dec 2024



 

49 | www.spujstmr.in 

 
 

 

 
 
 

        Fig.15 Accuracy bar chart of all machine learning algorithms applied 

 

Ⅴ. CONCLUSION 
 

In this research paper, I have proposed a system to pre-process data & then normalize with scaler, balance data 

with random oversampling techniques and then we have applied machine learning classification algorithm RF 

giving an accuracy of 55.95%, gaussion Bayes gives as accuracy of 74.40%, SVC Classification give as 91.63% 

in detecting inclusion attack. But when we apply XGBClassifier we have an accuracy of 98.24%. When we 

increase the amount of data in data then we set an accuracy of 99.61% in XGBClassifier in our proposed work 

we set an accuracy of 99% in XGBClassifier out performance after applying machine learning. The above two 

figures (Bar Chart) Fig. 15 shows a comparison analysis one with a small number of datasets and the other with 

an increasing number of datasets. Machine Learning Classification algorithm XBGclassifier performs well with 

an Accuracy 98.24% with 227 datasets (test) and 99.61% with above 5000 datasets (test) 
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